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Bock Group: Machine Learning in Biomedicine

Interpretable Deep Learning with
Knowledge Primed Neural Networks!
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1Fortelny et al. (2020) Genome Biology; 2Peneder et al. (2021) Nature Communications; 3Bednarsky et al.;

Modeling Cell Communication Signal Flow
with Message Passing Neural Networks3
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Generative Modeling
for Protein Design*
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Dorffner Group:
Machine Learning for Prediction and Signal Processing
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Somnolyzer
Al for Automated Sleep Staging' Georg Dorffner

Transformers for EEG Processing*
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'Anderer et al. (2010) Neuropsychbiology; 2Punjabi et al. (2015) Sleep; 3Wallisch et al. (2021) BMC Med Res Meth; “‘Brandmayer et al. (2022) Neural Networks
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Samwald Group: Generative Al

leadingto Reasoning...
Implications & for a purpose

new purposes
@ Al safety & security

: mindful of
M Structured reasoning L“;iﬁ{;‘/'de assumptions &

X . perspectives
E Self-evaluation & self-reflection
Unified model
Explainability ensuring using good
- s robustness & reasoning

@ Human critical thinking security strategies

&1@ Ethical & regulatory guidelines

guided by based on
ethical values evidence

Hundreds of principles from literature on Al, human

cognition, ethics and other disciplines A unified model for self-reflective reasoning in Al systems

Self-reflection and self-improvement in
language-based foundation models
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SimulateGPT
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Large language models as universal
biomedical simulators!

user prompt:
Is the gene RPL27 likely essential in cancer cell-lines? g
Provide an outcome of either "likely" or "unlikely". S

v

step 2 (level = cellular)
explanation: Since RPL27 is involved in protein synthesis,
which is crucial for cell growth and proliferation, it i
plausible that its inhibition or loss would lead to
reduced viability or growth in cancer cell-lines. g :

outcome: likely

step 1 (level = molecular)
explanation: Given the role of RPL27 in protein
synthesis and its overexpression in some

cancer types, it is likely that RPL27 expression
is increased in cancer cell-lines.

1Schaefer, Reichl, ter Horst, Nicolas, Krausgruber, Piras, Stepper, Bock, Samwald. Large language models are universal biomedical simulators. (2023) bioRxiv
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Interested in joining? How to find and contact us?
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